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Core Concept of Cloud Automation - Write Once, Deploy to Multiple Clouds

Cloud Admin expresses
component requirements & env=proc
with tags in a blueprint l @ iconsemorace

Placement policy engine
matches these tags with
capabllity tags on resources

Matching determines which

private or public cloud the luenrint equest form
cloud app infrastructure is & icenso=cracie & env-dev
deployed to

To enable this late binding
Cloud Admin must set up
and tag the infrastructure
stack beforehand




Core Concept of Cloud Automation - Infrastructure as Code

Peter Shepherd
Tango Burlington

vm Cloud Assembly ®

C | O u d Ad m i n d efi n eS Infrastructure Blueprints Deployments Extensibility [Beta] Marketplace

ClOUd app infraStrUCture FraUd DeteCtOr SETTINGS VERSION HISTORY ACTIONS v
N a blueprint «

name: UIBasicUC2
iteration: 1
description: More Complex BP with External Stc
inputs:
env:
type: string
enum:
- 'env:dev'
- 'env:prod'
- 'env:test'

Q_ Search components

4 4

Drag n drops v Cloud Agnostic
components onto canvas 2 E— S wester

Network

4

Ooo~NOYUT DA WNE

and connects them o« Load Balancer e e title: Environment

description: Target Environment
& Volume [ I g J

size:
type: string
(& WP-Network enum:

Specifies component | e

description: Size of Nodes

oroperties iIn YAML code |

type: string

minLength: 4
pane maxLength: 20
8 Instance pattern: '[a-z]+'
title: Database Username

Volume description: Database Username
userpassword:

Infrastructure as code e Lo 20-9A-7845]+

‘= Kinesis Firehose encrypted: true
title: Database Password

en ab | eS u Si n g SO u rce 4 Kinesis Stream description: Database Password

databaseDiskSize:

v vSphere

LZA A

COﬂtrOl aﬂd d|ﬁ8 - ] ‘ | ‘
DEPLOY VERSION CLOSE Last saved a few seconds ago




First User Experience August 2017 - After a Few Screens, Admin is On Their Own

vm Automation Q @ Jason McCloud
o ACME Development

vim Automation Q @ Samantha Taylor o« =
= ACME Development nmm

Welcome Add Existing vCenter Account

o get thing please one of the following accounts: Use another account

JJ vSphere credentials ebIT

Host name or IP sqa-vc65.sga.local

Microsoft Azure Username sqa\svc-admin

Enterprise

Password (XY YYTYYYYY YY)

CONNECT ‘ @ Connected X

Nickname VC-US-WEST-DEV

Description West coast site, development datacenter.

Automation Service Settings

Allow provisioning to these datacenters: (@

D All datacenters (3)
DEV-DC-01
(O PrROD-DC-01
QA-DC-01

Create a cloud zone for each datacenter (2)

-
vm Automation Q @ Samantha Taylor ooC o -
= ACME Development mmm

You have successfully added this account and created 2 cloud zones!

ADD ANOTHER ACCOUNT TAKE ME TO MY CLOUD ZONES




No Guidance in Creating and Tagging Blueprint Components with Requirements

vm Cloud Assembly

Infrastructure Blueprints Deployments Extensibility [Beta] Marketplace

Test Machine serrines

VERSION HISTORY ACTIONS v

K »

S CE X O Q

Q_ Search components

@

v Cloud Agnostic
@ Machine
@ Network

g

E

v VvSphere

@ Cloud_VM_1

Load Balancer

Volume

Machine

(1
© Network

Disk

(2 Cloud_Net_1

WS
Instance
Volume
Kinesis

e Kinesis Firehose

4 Kinesis Stream

LZA A S

DEPLOY ‘ VERSION ] { CLOSE

| Last saved a few seconds ago

Peter Shepherd
Tango Burlington

©,

1 inputs: {}

2~ resources:

3~ (Cloud_VM_1:

4 type: Cloud.Machine
5~ properties:

6 image: ubuntu-clone
7 flavor: "'
8~ networks:
9 - name:
10~ Cloud_Net_1:
11 type: Cloud.Network

12 ~ properties:

13 name: "'
14 networkType: existing
15
16

'${Cloud_Net_1.name}"




User Onboarding Design Challenge - August 2017

Cloud Admin builds infrastructure stack “bottom up”

—

Educate Cloud Admins .

('Cloud Zone (prod) e ™

about Cloud Assembly g cmpeconsaans | [ )

Catalog Item

Network constraint
Storage constraint
b, Image constraint

' Image Mappings b7, Flavour cons traint
\ J K /

Provide in-service experience

' Flavor Mappings

; 4 I ( )
C reate y CO ﬂfl g U re y tag vsphere ' Network Profile /Request Form
. *[ Data center H Cloud & ’ b7, Compute constraTint
INnfrastructure stack . Account @ soree profie | G Netwerk o

VY, Image constraint
2, Flavour constraint

h . J

-
' Cloud Zone (dev)

Create and deploy
applications described by | \
blueprints with tags P o MevEnE ) .

Deployment

' Flavor Mappings
AWS Region Cloud ) J
Account 'Network Profile

'Storage Profile




My Design Philosophy
Establish the arc or vision of the experience







First Swing - Tie-in Onboarding, Guided Setup, on Congrats Page

vm Automation Q @ Samantha Taylor o
= ACME Development

You have successfully added this account!

T GUIDED SETUP




First Swing - Wizard-like Experience

vim Automation Q @ Jason McCloud o . vm Automation Q @ Samantha Taylor o
. ACME Development - = ACME Development

Guided setup overview

After provisioning your infrastructure for a cloud account, you'll deploy your first cloud-agnostic blueprint.

Create a cloud zone that contains the compute resources on which you want to deploy
workloads. The attached networks and storage will be included in the zone as well.

The central concept for workload placement is tags. The simplest way to start is to tag
the cloud zone.

We’'ll populate your organization with a few sample images corresponding to
the type of cloud account, in this case, vSphere VM templates.

Along with this image profile, we'll create a flavor profile with CPU and memory You have successfully Setup your infrastructure and
attributes for different sizes of VMs.

deployed your first blueprint!
For specifying a VM's disks, we’ll setup a storage profile with attributes describing

storage volumes. And you’ll setup a subnetwork profile for connecting your VM to a
private or external network available in your cloud. Now, it get’s interesting...

You'll organize each of your development team's work into projects. Your first project Try setting up a second cloud zone and deploy your blueprint to it

will have a simple application defined by a cloud-agnostic-blueprint. We'll allocate a jUSt by changing its tags
quota of resources from the cloud zone to the project, and tie it all together by
associating the image, flavor, storage and subnetwork profiles with the project.

) ) ) . ) PHEW, I'VE HAD ENOUGH VIEW DEPLOYED BLUEPRINT SETUP A SECOND CLOUD ZONE
Finally, you'll specify the requirements, or constraints, of the compute, network and

storage for your blueprint. Then, you'll deploy your blueprint and a VM will be created

and placed in your cloud zone based on the requirements.

START CANCEL

My fellow designers and | weren't happy with it, but you have to start somewhere...
We did like using a more conversational tone




2nd Swing - Collaborated with our Intern - Step-by-Step Guidance

Jason McCloud el Jason McCloud el
vm ' ©) v mss vm ' ©) v asn
Automation Q ACME Development I Automation Q ACME Development I

Provision Design & Deploy Catalog Inbox Administration Help Quickstart Provision Design & Deploy Catalog Inbox Administration Help Quickstart
« < Back to Automation To-dos 1% « < Back to Automation To-dos %

New Cloud Zone Create and Tag 2 Cloud Zones Recources Cloud Zones (ziems Create and Tag 2 Cloud Zones

For a cloud account, you'll create 2 cloud zones that contain
2 distinct sets of resources on which you want to deploy

workloads. You can start off simply by just tagging the
NEW ZONE zones or dig in and tag specfic resources

Resources
For a cloud account, you'll create 2 cloud zones that contain
- 2 distinct sets of resources on which you want to deploy
Cloud Accounts workloads. You can start off simply by just tagging the
zones or dig in and tag specfic resources

Cloud Accounts

- Click Create - Click Create

55% I 55% I

torag torag

Name Cloud Type Tags

PRD A SQA Cluster env = prod compute = HA
Create the 2nd zone
- Choose the same cloud account
- Tag the zone or the resources with a different tag
“test” or "compute = fast"

Create the 2nd zone

- Choose the same cloud account

- Tag the zone or the resources with a different tag
“test” or "compute = fast"

DEV B SQA vc-65 Cluster env = dev

Cloud Zones Name* Cloud Zone 1 Cloud Zones
Compute Description - Click New Zone Compute - Click New Zone
- Choose the cloud account you want to deploy to ‘JJ De\-/elor)n]ent 2 - Choose the cloud account you want to deploy to
Subnetworks Subnetworks
nse = oracle
Storage Cloud Account® “J VC-US-WEST Tag it Storage Tagit
- It's easiest to just tag the zone env =LA - It's easiest to just tag the zone
Profiles for example, tag it "dev Profiles for example, tag it “dev
- Or you can tag specific compute resources roiect: roiects - Or you can tag specific compute resources
Capability Tags Add tag such as "compute = fastest” P oject : P oject su,c-—. as "compute = fastest”
Flavor Flavor Resources 2 Resources
. . . Machines Machines . X ,
Image Define this zone's compute resources Image Define this zone's compute resources
) L. 5 - Use a filter or select one or more resources - Use a filter or select one or more resources
Network Zone Definition Network 8e% 33% N
Al 44% I 44y I
1 Save your new creation Memory Memory 1 Save your new creation

Cluster env = prod owner = ecommerce | [ compuy|
Cluster env = dev icense = oracle loc = burl

You did it! You're in the zone now!

Cluster env = prod icense = oracle oc = dc

NEXT CLOSE NEXT CLOSE

Sidebar with steps drives the admin through the pages they’ll use daily rather than
having a separate initial configuration wizard: provides an effective experience.
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- oo September 2017
Key Early UX Research
3 months into Tango
that would influence onboarding
CUSTOMER
STORYTELLING
Palm E r VMworld UX Design Studio
VMWORLD UX + ) | |
DESIGN STUDIO 3 e Entire VMware Design Team runs it
Palm H ¢ 8
MOTHER’S ROOM o 2017 was 2nd year running it,
Palm G this year it became part of VMworld
' Sessions
e GGreat “sandbox” for listening to users and
seeing a lot of people In a short time
o ”‘"W e Customers really appreciate giving feedback
e b and having an influence on direction



Tango UX Design Studio Sessions

21 participants from 1 4 companies in Las Vegas and Barcelona

Focus group at VMworld with admins

0) ¢ PM

¢ Sessions bonded UX and PM
e Product team had never done early UX research

e From then on, UX always had a seat at the
customer table

1-on-1 interview at VMworld with admins



We learned new things about our users and their work: it Improved our personas

Bob - OS Admin Jason - Cloud Admin Shauna - DevOps admin Scott - Developer

Manages images Manages infrastructure Creates blueprints Develops applications
Creates governance policies Creates blueprint building blocks Deploys blueprint
Manages flavours Shares blueprints with developers Doesn’t create blueprint
Manages images Uses Ul Uses CLI
Manages images
Uses CLI

Customers have a wide range of personas / roles and it doesn't exactly map with our
personas. Hence, the system needs to be fluid for adaptation.

Source: VMworld, Tango Beta UX workshop



We shared with them concept diagrams and a few mockups

& env=prod

& icense=oracle Cloud Automation Concept Model

Catalog Item

blueprint request form
' license=oracle & env=dev

' license=oracle

o “\Write once, deploy to multiple clouds”™ and “infrastructure as code” resonated well
e [hey found Tango to be simpler than its progenitor VMware vRealize Automation




After VMworlds
Planned 3rd Swing of Onboarding

e Recognized how effective diagrams were
with users

e S0, center onboarding with diagram of
Workflow + Model

e (5o for a BIG swing and try something new:
User fills In diagram step-by-step




3rd Swing - Workflow + Model Diagram
Highlights Tag Constraints/Capabilities Matching

, Jason McCloud EEw
vm Automation @ v  ass
ACME Development -

Quickstart

The last step is to tag each of the blueprint’'s components with its constraint. Fill in the tags to match the tags you set as capabilites. We've set the image and flavor tags.

& Tag a blueprint’s components @ E: Tag profiles ® /(’é Tag a cloud zone ©®

& Blueprint-1 @ DEV-DC-01-Zone-1

env = dev

Deploy to Project-1 & » Capabilities

Component Requirements

env = dev
Compute

Network

gold .
Storage %9t ) @ Net-Profile-1

I small » =
Flavor S — Subnet

ubuntu >

Image N Range 1020208110

@ Storage-Profile-1

gold

Capabilities




@ Jason McCloud

@ Jason McCloud ~
ACME Development

ACME Development

vm Automation vm Automation

vm Automation @ Jason McCloud

ACME Development

Quickstart Quickstart Quickstart

Before you deploy your first cloud-agnostic blueprint, we need to setup the deployment stack for your vSphere VC-US-WEST-DEV account. Tagging is the core of deploying workloads to specific resources in a zone. Let's tag a zone, profiles and blueprint’'s components step-by-step. Now we’ll tag the resource profiles describing a subnetwork and a class of storage.

@ Create cloud zones ® /(’5 Tag a cloud zone EI_:H Tag a network profile and a storage profile

Automatically create a cloud zone for at least one datacenter You express capabilities of a zone using tags. You express requirements or contraints for placing a workload in a zone with tags that match one or more capabilities. 1. For the network profile: select the network that backs it, and then assign a tag to identity a subnetwork and the IP range for it.

- Each zone will contain all the compute resources in a datacenter
DEV-DC-01
QA-DC-01

1. Select a zone in the project we created that you will deploy your first blueprint to 2. For the storage profile: add a tag that describes the capabilities of the datastores that back it such as gold or fast.

2. Add a tag as a capability of that zone. A tag can be a value (dev) or a key:value pair (env:dev).

(2 Net-Profile-1
m Create profiles ® P
@ DEV-DC-01-Zone-1 Subnet internal
Automatically create a storage profile for each zone s e 10.20.208.110
- Each storage profile will be associated will all the storage resources in a zone Capabilities 2
Network DEV-DVS-1
Automatically create network profiles for each zone

- Each network profile will be associated with each virtual switch or standard network in a zone

Automatically create flavor and image mappings for this cloud type =) . )
o . . oo Project- @ Storage-Profile-1
- The flavor mapping will include small, medium, and large VM CPU and memory sizes

- Two sample Linux VM templates will be imported into your organization, and the image mapping will reference them @) DEV-DC-01-Zone-1 \: Capabilities gold
dpa ues

() . i,
D""'D Create a project ® Storage 10 datastores in Zone-1
305 GB free, 500 GB total

Automatically create a project
- The cloud zones will be added to this project without allocation quotas

- You will be the Administrator for this project, later on you can add other team members

l DO SETUP MYSELF % Next up: Tagging a cloud zone I DO SETUP MYSELF % Next up: Tagging resource profiles I DO SETUP MYSELF % Next up: Tagging a blueprint’'s components

e Build the diagram

vm Automation @ Jason McCloud

ACME Development

with step-by-step flow

Quickstart

The last step is to tag each of the blueprint’'s components with its constraint. Fill in the tags to match the tags you set as capabilites. We've set the image and flavor tags.

® Al O n g 'l:h e Way, SyS‘te m & Tag a blueprint’s components © m Tag profiles @ Tag a cloud zone

. . o * Reveal the entire
creates objects using ® e diagram as the last

tEe tags fh pgrameters m——— R step, animate tag
the user Tills In © et protie - matching as user fills in

R smal »
Flavor Subnet

blueprint component
@ Storage-Profile-1 tagS

- gold
Capabilities -

internal




Then Launch the Blueprint Editor and Shift to DIY

ACME Development

¢ Back to Automation To-dos e o GUided Setup Sidebar ShOWS

Blueprint Editor

Q  « | 'MPORT EXPORT SHARE GIT SYNC Here’s the scoop on using the blueprint editor user hOW to do the neXt

~ Infrastructure blocks

B comput steps themselves

@ Network -
1 Drag and drop or write code

Jason McCloud EEw
vim  Automation @ M s ‘

Blueprint-1 SETTINGS ACTIONS v

- It’s your choice

B Storage
- The canvas and code panes stay in sync

of2 Load balancer

~ Favorites @ Compute-1
» Software

# OracleDB
NodeJS

Puppet components here

Select and set properties

- Select one or more components
- Check out the generated code

Drop software

- Blueprints Deploy to a project

- The blueprint will be validated
- You'll select the project to deploy to

LESRERET We met with PMs and Devs
they really liked it, but clearly
Networkl expensive to build

Then things moved along
very quickly...




Keys to Success

Collaboration October 2 2017 - UX/ PM Hatched Onboarding Plan

Goal: User deploys 1st blueprint in < 10 minutes

constraints Timeline: VWant onboarding live by on-site Beta 1

November 5 2017 - 1 Month to design + implement

e Diagram

e Opt-in + user can bail out at anytime
o Step-by-step guidance

Creativity

Principle:
Reduce Risk o Start Small+Simple
e (Get it Into users’ hands —> Get feedback —> lterate



Onboarding
Betal Small+Simple

When you need to go fast,
you go lo-fi...

Here's my “purple pen” of the
core ideas that | bounced off
a fellow designer and our PM = 6.:«;}}%;, \

{K/W 2~ T

| - Z
e Tie in on congrats page /

" R oTevrard (Weye
after user creates 1st ' *1 [ 18 e .. /;?T 4

.S 0\l

ouc t : = g 20t
cloud accoun : (o { owey
‘ @ @ 2‘“‘_ \ NS =
. H S U~ PRT
e Show Diagram ¥ e \ .

e Sidebar with steps/links




Yay, we made It!

vm Automation

vm Automation (Beta)

Infrastructure Blueprints

O Cloud Accounts

@ Cloud Zones

== Projects

& Resources
Compute
Network
Storage

R Configurations
Flavor Mappings
Image Mappings
Network Profiles
Storage Profiles

1 Resource Items
Machines
Requests
Events

) Tag Management

©)

You have successfully added this vCenter account with 2 datacenters!

ADD ANOTHER ACCOUNT ] [

DO SETUP MYSELF

] VIEW QUICKSTART DIAGRAM

Pipelines Deployments

Cloud Accounts (iiens)

’ NEW CLOUD ACCOUNT ]

Name

AWS Endpoint Env

With lots of collaboration: 2 PMs, 3 Designers, 1 Developer, 2 Writers

Jason McCloud
ACME Development

Q_ Search cloud accounts

Status Identifier

©) Data collection completed ***HWG6A

Description

Endpoint Env page for details

vm Automation (Beta)

Infrastructure Blueprints Pipelines Deployments

Quickstart

Peter Shepherd
@ Tango Beta 1

To deploy your first cloud-agnostic blueprint, you'll use a sample blueprint and sample project, and then build out the deployment stack for your new cloud account using the workflow illustrated in this diagram. The system places workloads by matching your blueprint

requirements with cloud zone capabilities. These requirements and capabilities are expressed as tags, which are shown as tag = value.

& Create cloud-agnostic blueprint (@)

& Blueprint-1 &

@ Create a project ()

E Project-devTeam ()
oo

Deploy to Project-devTeam

Component constraints (i)

>» Project resources

Cloud Zone-dev-1

Compute env = dev

Flavor small

[I;ﬂ Create a deployment stack (@)

@ Cloud Zone-dev-1 @

env = dev

| l Flavor mapping-1 @

Image ubuntu

Network internal

Storage gold

Peter Shepherd
@ Tango Beta 1

HELP

Automation Guided Setup

(7] Quickstart diagram

Follow these simple steps to create your deployment
stack and start deploying blueprints.

1 @ Create cloud zone
O a
2 5, Create project
3 Jj Create flavor mapping
4 E{)}‘ Create image mapping

5 <> Create and deploy blueprint

VMware Docs ]

Legal 1]

Need help? Contact your organization owner or
call 1-877-4VMWARE

vm  Automation

Blueprint-1 SETTINGS ACTIONS v

Q « IMPORT EXPORT SHARE GIT SYNC

v Infrastructure blocks

B compute
@ Network
& Storage
off Load balancer

v Favorites @ Compute-1

v Software
& OracleDB

NodeJS
Drop software

Puppet components here

v Blueprints

env = dev

@ Network-1

Eé}‘ Image mapping-1 @

ubuntu

Q Net-profile-1 @)

internal

@ Storage-profile-1

gold

BoerHaAa® ”

nam

© 00 N O U b W N

= WdS

ACME Development Do

- Positive

@ Jason McCloud

< Back to Automation To-dos
Blueprint Editor

Here’s the scoop on using the blueprint editor.

1 Drag and drop or write code

- It’s your choice
- The canvas and code panes stay in sync

Select and set properties

- Select one or more components
- Check out the generated code

Deploy to a project

- The blueprint will be validated

- You'll select the project to deploy to

- For properties you’ve set with multiple
values, you can select the value




April 2018 - On-site Beta 2 - Evolved Guided Setup - Refined Diagram, Other Tweaks

@ Peter Shepherd

vm Cloud Assembly Tango Beta

Infrastructure Blueprints Deployments Extensibility [Betal Marketplace

Guided Setup Diagram

Guided setup steps you through building the infrastructure stack shown in this diagram. The diagram illustrates the placement process when you deploy your blueprint.

& Blueprint ) rc:&% dev_basic ) @ Cloud Zone ()

Deploy to dev_basic Project resources . —>» [ dev

project @ Cloud Zone

2 Users

= FI M ' @
avor Mapping
dJ

Component constraints (i)

Compute dev
Flavor StdSmal.. » ( StdSmall_1_2
1 Deployment ()
—

|mage ubuntu-16

StdSmall_1_2 ubuntu-16

|__\{§} Image Mapping (@)

“————3 ( ubuntu-16

CONTINUE

Find this diagram later in the (2) menu.




April 2018 - On-site Beta 2 - Added Guided Setup to 2nd Service: Code Stream

Peter Shepherd e
vm Code Stream @ Tango Burlington T
HELP 2\
Guided Setup Diagram search  Guided Setup
These steps can help you understand how to create, run, and manage pipelines to model your software release process. Run the pipelines to test, update, and release [ Guided setup diagram
software applications from your development and test environments to production
1 - Add Endpoints
1 Add Endpoints ® 2 Create Pipelines® 3 Run Pipelines © 4 Manage Executions® 2 o Create Pipelines
D MyGit D{g My App Build My App Build #1 @ Deploy approval 3 Execute Pipelines
4 2y View Dashboards
- My Kubernetes []-[8 My App Deploy My App Build #2
VMware Docs 4

My App Deploy #1 Legal & Terms of Service

Cookie Usage

My App Deploy #2

5 View Dashboards ®

@ My App Build

@ My Apps Dashboard

@ My Dashboard

CONTINUE




April 2018 - On-site Beta 2 - Conducted Usability Test with 3 Customers

i o
vm Cloud Assembly @ eeeeeeeeeeeee

rrrrrrrrrrrrrr Blueprints Deployments Extensibility [Betal Marketplace

Guided Setup Diagram

e Sequestered 3 Users and gave
them 1 task w/o instructions

e Deploy a blueprint with 1 machine
to a given AWS account

e [ime to deploy for the 3 users:

e 5min |12 min |25 min




April 2018 - On-site Beta 2 - Surprising Admin Feedback

“‘Guided Setup is so important, " P— R
put it first and don’t let me opt- e
out”

So we did what they asked, when
the user logins in for the 1st time,
system shows Guided Setup

Only choice is CONTINU
- reveals the guided setup sidebar

Went live in January

o \Will monitor telemetry

e Do users use Guided Setup?



UX/PM collaboration generated another direction for Guided Setup
Choose Your Own Adventure - Multiple Guided Setups

@ Jason McCloud
ACME Development

CHOOSE YOUR OWN ADVENTURE@ 2 Quickstart Networking Storage Tagging Invite Other Users Brownfield Resources Ultimate Diagram

Tagging
In order to deploy your first cloud-agnostic blueprint, you need to build out the deployment stack for your vSphere VC-US-WEST-DEV account similar to this diagram. The system

~— places workloads by matching blueprint component requirements with cloud zone capabilities. These requirements and capabilities are expressed as tags.

vm Automation

Create a cloud-agnostic blueprint (@) Create a project () Create a deployment stack (D)

®

0
% Blueprint-1 @ a0 Project-devieam & @ Cloud Zone-dev-1

Deploy to Project-devTeam & Project resources env = dev

—=& Cloud Zone-dev-1
Component constraints @

-D .
| | Flavor-profile-T

Compute env = dev

small
Flavor small

Image linux

Network internal r\@ Image-profile-1

Storage gold linux

@ Net-profile-1

internal

@ Storage-profile-1

~ BY R. A. MONTGOMERY "

r oF o e N gold
BE L . - an LAUNCH TAGGING SETUP ‘ SKIP, I'LL DO SETUP MYSELF




y My Design Philosophy
Great to have multiple arcs and users influence the arcs



